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Simulation of Wake Vortex Detection
with Airborne Doppler Lidar
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A simulation approach is used to demonstrate that an airborne, forward-looking lidar can detect trailing wake
vortices generated by a leading aircraft. Computational� uid dynamics techniques are used to generated � ow� elds
containingwake vortices. These � ow� elds are applied to a Doppler lidarsimulationmodel.The simulated geometry
has the forward-lookinglidar mountedon a followingaircraft, whereas the wake vortices are generated by a leading
aircraft. In such a con� guration, it is not possible to directly detect the strong rotational velocity components of
a wake vortex with a Doppler system; detection relies on the presence of induced axial velocity signatures. We
demonstrate that axial � ows are induced as the vortices evolve, and that these axial � ows can be detected with a
Doppler lidar system.

Nomenclature
A, Q = atmosphere boundary-layer(ABL) parameters,

temperature gradient and ground heat � ux
b0 = initial spacing between vortices
CK = Kolmogorov constant
h = altitude, height of ABL or vortices
P = pressure
rc = core radius
t = time relative to vortex creation by leading aircraft
u = velocity vector
V0 = maximal tangential velocity
x , y, z = ground coordinate
x = position vector
a , b = Lamb–Oseen related constants
m t = turbulent viscosity
q = density

I. Introduction

W AKE vortices, the rotating columns of turbulent air shed
from the wing tips of all aircraft and left behind in their

wake, are a potentialhazard to other aircraftencounteringthem.The
main hazard associated with wake vortex encounter occurs when
the following aircraft happens to � y along the axis of rotation of a
trailingwake vortex. If this occurs, the vortexcan effect a potentially
hazardous rolling moment on the following aircraft, especially if
it is in a low-airspeed, low-altitude state, as is usual for aircraft
approaching touchdown.

Following a � rst study program, carried out by the Federal Avi-
ation Administration between 1969 and 1970, the International
Civil Aviation Organization (ICAO) de� ned takeoff and landing
separation standards based on a 3 £ 3 matrix of Maximum Take-
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Off Weights (MTOW). The objective of this categorization is to
ensure safety by avoiding any encounter between trailing wake vor-
tices and following aircraft. However, as a result of constant traf� c
growth, these separations now limit capacity at busy airports.

Current separation standards are conservative, as an actual wake
vortex rarely remains stable long enough to pose a hazard to fol-
lowing aircraft. In addition, wake vortices that do remain stable are
often moved out of the landing corridor by cross winds.

In the United States, landing separation distances are relaxed
under Visual Flight Rules (VFR): the pilot is normally requested to
visually maintain safe separation from the leading aircraft. Under
InstrumentFlight Rules (IFR), MTOW separationsare applied.The
difference between IFR separation and the reduced, yet apparently
safe, VFR separation,have led researchers to conclude that the IFR
regulations may be unnecessarilyconservative.1

Considerableresearcheffort is currently focused on technologies
that will allow for a reduction in aircraft landing spacing under
appropriate conditions.2 It is expected that technology capable of
detecting wake vortices in real time will play an important part in
reducing aircraft landing separation. Ground based, Doppler lidar
systemshavealreadybeenprovencapableof detectingtrailingwake
vortices from landing aircraft.3

Currently, a European consortium (described in the Acknowl-
edgments) is investigatingthe feasibility of detecting wake vortices
using an airborne, Doppler lidar system. It is envisaged that aircraft
equippedwith such a system could safely follow leading aircraftat a
signi� cantlyreducedseparation.This paperdescribesthe simulation
experiments that were carried out as part of the system feasibility
study.

II. Airborne Lidar Systems
Lidar is an acronym derived from light detectionand rangingand

is a concept similar to radar. AtmosphericDoppler lidar systems use
optical instrumentation to transmit a coherent, narrow band, laser
pulse into the atmosphere along a narrow path known as a line of
sight. The narrow beam and the absence of side lobes mean that
lidar systems are not affected by the problem of ground clutter that
is associated with radar systems.

As theopticalpulse travelsout alongthe lineof sight,it encounters
a distributedensemble of aerosol particles. These particles scatter a
portionof the incidentpulse energy;some of which is scatteredback
to the receiver.At opticalwavelengths, the bulk of the backscattered
energy from the atmosphere is contributedby particles with diame-
ters less than 3 l m; these particles are small enough to be advected
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Fig. 1 Schematic of the forward looking Doppler lidar system mounted on a following aircraft showing how velocity images are formed. The typical
radial velocity image shown here was formed 1000 m ahead of the following aircraft.

by the wind and thus serve as effective wind tracers.4 Thus, the en-
ergy back scattered by an aerosol is Doppler shifted by a frequency
f =2v / k , where v is the radial component of wind velocity, i.e.,
the velocity component parallel to the direction of propagation of
the pulse, and k is the laser wavelength.

Because the atmosphericaerosolsform a distributedtarget, a con-
tinuous backscatteredsignal is present at the system receiver as the
pulse propagates away from the lidar. This returned signal is opti-
cally heterodynedwith a stable local oscillator in order to shift the
Doppler shifted signal down to the radio frequency range. Analog
processing of the electrical photodetector signal is then used to re-
move the Doppler shift due to the forward motion of the aircraft.
The resulting signal is digitally sampled and time-gated, in order
to produce range resolved measurements.The Doppler shift within
each gate is estimated using digital frequency estimation methods.

Ground-basedatmosphericmapping with Doppler lidar has been
under development since 1966 and is now a mature technology.4

Recently, a number of airborne Doppler lidar systems have been
developedand successfullytested. These include the U.S. Air Force
C-130 downward-looking lidar that is being developed for use in
airborne ballistic operations5 and the forward looking ACLAIM
system,6 developedby NASA, which has been used to demonstrate
airborne look-ahead turbulence detection and warning.

In this paper, the potential ability of an airborne Doppler lidar
to detect wake vortices generated by a leading aircraft is investi-
gated by simulation. The proposed system uses a 2 l m pulsed lidar
and a forward-looking, two-dimensional scanner to interrogate the
airspace into which the following aircraft will � y. This concept is
illustrated in Fig. 1. The lidar performanceparameters used for this
investigation are similar to those already achieved in existing air-
borne systems.

III. Approach
In a Doppler lidar, only the component of the air velocity in the

direction of propagation of the lidar beam causes a Doppler shift
in the returned signal. Hence, it is not possible to directly detect
the rotational velocity component of a wake vortex while viewing
it axially. Consequently, detection of wake vortices generated by
leading aircraft with a forward-looking Doppler system relies on
the presence of identi� able axial velocity signatures.

The generation of an axial velocity in the core as part of wake
vortex roll-up was shown by Brown.7 However, this initial axial
velocity holds only at relatively short distances behind the wing,
where the spiral system is well rolled up, but before the vortex has
spread and been reduced in intensity by turbulent diffusion. Much
farther back from the wing, the developmentof axial velocity char-
acteristics in the vortex core, as a result of axial pressure gradients,
was theoretically predicted by Batchelor.8

In thispaper,we are interestedin detectingwakevorticesthatpose
a hazard to followingaircraft by detecting the axial velocitycompo-
nents predicted by Batchelor. To investigate the feasibility of such
detection, large eddy simulations (LESs), using two different tur-
bulence models, are used to simulate the evolutionof wake vortices

Fig. 2 Overview of simulation
of forward-looking Doppler
lidar system.

in different turbulenceconditions.In each case, the vortices are ini-
tialized in a rolled-up state without any axial velocity components.
As the vortices evolve in the LES, the vortices stretch and deform,
and axial components are induced in and near the vortex cores.

The three-dimensional � ow� elds from the LES are applied to a
software simulation of the proposed airborne Doppler lidar system.
Other inputs to the Doppler lidar simulation system are the lidar
performance parameters, the atmospheric parameters, the scanning
pattern,and the measurementgeometry.An overviewof the method
that we use to simulate the performanceof an airborneDoppler lidar
system is shown in Fig. 2.

The simulation system also incorporates the signal processing
and image processing algorithms that have been developed for use
in an actual system. The output of the simulation system is a set
of image processed radial velocity images. Our results indicate that
axial velocity components induced in the cores of wake vortices can
be detected in these images.

The following section describes the LES of wake vortices. Sec-
tion V gives details of the method used to simulate the proposed
airborne Doppler lidar. Sections VI and VII present an analysis of
LESs generatedby Boeing747 (B747)and Boeing757(B757)wake
vortices and of detection results when these vortices are applied to
the Doppler lidar simulation.

IV. LES of Wake Vortices
Computationsof three-dimensionalwake vortex evolutionswere

performed by CERFACS using two LES methods:
1) NTMIX9: a high-order Navier–Stokes solver that is used to

modelvortexbehaviorin HomogeneousIsotropicTurbulence(HIT).
This method is used to model vortex behavior when convection is
not a factor.

2) Meso-NH10: an atmospheric simulation system that is used to
model vortex behavior in an atmospheric boundary layer (ABL).
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This method is used to model vortex behavior in the presence of
convective turbulence that occurs close to the ground.

A. NTMIX Solver

The present NTMIX code solves three-dimensional unsteady
compressible Navier–Stokes equations. A highly accurate � nite
difference method over a Cartesian grid is used to fully handle
most of the different scales in the three-dimensional � ow: spa-
tial derivatives are computed with a sixth-order compact scheme
(Padé scheme11 ) that has the property of being low-dispersive and
nondissipative. Time advancement is achieved with a third-order
Runge–Kutta method. The code uses the Navier–Stokes character-
istic boundaryconditions(NSCBC)method12 and supportsdifferent
types of boundary conditions, including nonre� ecting open bound-
ary conditions and adiabatic or isothermal solid walls.

The LES approach is based on the � ltering of the complete com-
pressible Navier–Stokes equations (due to the � nite mesh size),
which exhibit subgrid scale tensors and vectors describingthe inter-
action between nonresolved (subgrid scales) and resolved motion.
The in� uence of nonresolvedscales on the resolved motion is taken
into account by means of a subgrid scale model based on the intro-
duction of a turbulent viscosity m t (Ref. 13).

The model chosen for m t is the � ltered structure function
model.14,15 The velocity measure of the small scale turbulent
structures is estimated through a second-order structure function
F̃2, based on high-pass � ltered velocity � elds HP(3)u. This process
yields

F̃2(x, D , t ) = 1
6

h
II HP(3)ui + 1, j,k ¡ HP(3)ui, j,k II

2

+ II HP(3)ui ¡ 1, j,k ¡ HP(3)ui, j,k II
2

+ II HP(3)ui, j + 1,k ¡ HP(3)ui, j,k II
2

+ II HP(3)ui, j ¡ 1,k ¡ HP(3)ui, j,k II
2

+ II HP(3)ui, j,k+1 ¡ HP(3)ui, j,k II
2

+ II HP (3)ui, j,k ¡ 1 ¡ HP (3)ui, j,k II
2
i

(1)

where the three-dimensionalhigh-pass � lter is de� ned by

HP(1)u(x, t ) = ui +1, j,k ¡ 2ui, j,k + ui ¡ 1, j,k + ui, j + 1,k

¡ 2ui, j,k + ui, j ¡ 1,k + ui, j,k + 1 ¡ 2ui, j,k + ui, j,k ¡ 1 (2)

with HP(3)u = HP (1)[HP (1) (HP (1)u)]. The meaning of the index
i, j, k notation is straightforwardfor the structured � nite difference
numerical method we use. The eventual formulation reads

m t (x, t ) ¼ 0.0014CK
¡ 3

2 D
£
F̃ (3)

2 (x, D , t)
¤ 1

2 (3)

where D stands for the mesh size and CK =1.4 is the Kolmogorov
constant. The latter equality expresses the fact that the model is
required to provide the same amount of dissipation as a homoge-
neous incompressible turbulenceof the same energy at the cutoff.14

Moreover, the model has been shown to behave well for isotropic
turbulence and to provide realistic simulations of the transition to
turbulence in unstable � ows.

B. Meso-NH Atmospheric Simulation System

The Meso-NH Atmospheric Simulation System is a joint effort
of the Centre National de Recherches Météorologiques (Météo-
France) and the Laboratoire d’Aérologie (Centre National de la
Recherche Scienti� que).

This model is based on the Lipps and Hemler16 (@q / @t =0) mod-
i� ed anelastic system17 in order to avoid a very strong constrainton
the computational time step. In this approach, the acoustic waves
are eliminated from the continuous set of equations by the use of
a constant density pro� le instead of the actual � uid density in the
continuityequationand in the momentum equation.This is not done
for the buoyancy term, which is the leading term of the approxima-

tion.The � uid, therefore,becomes formally incompressible,and the
pressure is deduced from the solution of an elliptic equation.

The datausedfor initializationare takenfromthe1990 IdahoFalls
(IDF) � eld experiment.18 The ABL was high, and its approximate
altitude can be computed using

h2 = h2
0 + 2(Q / A)(t ¡ t0) (4)

where h0 is the known altitude at t0, Q the ground heat � ux
( »=0.5 W m ¡ 2 ) and A the temperature gradient in the stable layer
above the ABL ( »=0.02 K m ¡ 1 ). Then h is assumed equal to 950 m.
The experimental data are extrapolated to this altitude. We assume
also that the ground is adiabatic and that the heat � ux is constant
(equal to Q). For the computationof the turbulentbackground� eld,
the grid steps are D x = D y = 5 m. A vertical stretchingis imposed:
D z = 1 m up to 90 m and then stretched up to 2000 m. The initial
grid mesh is 40 £ 40 £ 140. The simulationwith Meso-NH gives an
ABL of 1000 m with atmospheric vortices of up to 1 km in diame-
ter. In this case, the vertical velocities in the mixing layer are about
2 m s ¡ 1 .

We use the “dry” potential temperatureas a thermodynamicvari-
able. We only considerdry air here because Idaho Falls is a very dry
area. Before introducing the trailing vortices, the ABL results are
spawned onto a 180 £ 36 £ 140 Cartesian grid in order to increase
the accuracy of the computation.

C. Wake Vortex Pair Initialization

To de� ne the initial conditions for the simulations,we have used
analytic expressions for the vortices. The Lamb–Oseen vortex was
chosen. It is an unsteadysolutionof the Navier–Stokes equationsfor
the evolution of an initial line vortex characterizedby a circulation
C (see Lamb,19 p. 592). If the cylindrical coordinates (r, h , z) are
considered, the induced velocity u is only azimuthal, and its spatial
distribution depends only on the radius

u h (r) = a V0(rc / r)
©
1 ¡ exp

£
¡ b (r / rc)

2
¤ª

(5)

with a = 1.40 and b = 1.2544 (Ref. 20). The circulation of each
vortex is then given as

C = 2 p a V0rc (6)

It must be noted that no axial velocity is initialized.
In NTMIX, the pressure P is also initializedby the integrationof

dP

dr
= q

u2
h

r
(7)

The vortex pair consists of two vortices parallel to the z-axis with a
spacingb0 in the x-direction.The � ow� eld of the pair is obtainedby
the linear superimposition of the velocity and pressure � elds. This
superimpositionis valid until the distanceb0 is equal to several core
radii.

V. Simulation of Airborne Doppler Lidar
The lidar simulation takes the three-dimensional � ow� eld data

generated by the LES as its primary input (see Fig. 2). The other
inputs are the operational parameters of the lidar and a geometric
de� nition of the scanning pattern.

For this study, we have simulated a 2- l m coherent lidar system
with the parametersgiven in Table 1. These performanceparameters

Table 1 Parameters de� ning the simulated lidar system

Parameter Value

Pulse energy 3 mJ
Pulse repetition frequency 500 Hz
Pulse duration (full-width at half maximum) 413 ns
Local oscillator frequency offset 30 MHz
Aperture radius 50 mm
System ef� ciency (far � eld) 0.1
Real sampling frequency 128 MHz
Laser wavelength 2.02184 l m
Focal length 2000 m
Range gate length 75 m
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Fig. 3 Probability distribution function of the velocity estimation error and the same data after second median � ltering of the constructed radial
velocity images.

are similar to those alreadyachieved in airborne systems. Real sam-
pling of the lidar signal is simulated. The frequency offset between
the pulsed laser and the local oscillator laser of 30 MHz allows for
differentiationbetweennegativeand positiveDoppler shiftswithout
complex sampling.

A. Lidar Signal Simulation

A time domain simulation, introduced by Salamitou et al.21 and
Frehlich,22 is used to simulate the backscatteredlidar signal at each
scan position. Inputs to the time domain simulation are the set of
wind vectors, calculated at 1-m intervals along each line of sight
by three-dimensionalinterpolationof the simulated � ow� elds, and
the signal-to-noise ratio along each line of sight, which is calcu-
lated from the lidar parametersand the atmosphericparameterswith
the equation given by Targ et al.23 For this study, the atmospheric
parameters are taken from a midlatitude summer atmospheric
model.

B. Scanning the Field of View

We have simulated a two-dimensionalraster-typescanningof the
airspace in front of the aircraft with an angular scanning resolution
of 0.15 deg in the horizontaland the vertical.This resolution results
in a transverse spatial resolutionof approximately3 m at a distance
of 1000 m from the scanner and of approximately 6 m at a range
of 2000 m from the scanner. As an exact raster scanning pattern
may be dif� cult to realize mechanically, we have also investigated
a sinusoidal scanning pattern and have found that, with appropri-
ate modi� cations to the image processing implementation, similar
system performance can be achieved.

Because of vortex sinking and lateral movement, the wake vor-
tices can move out of the � eld of viewas they evolve.To compensate
for this effect, the vortices are moved to the approximate center of
the � eld of view before scanning is implemented.

C. Signal Processing

The lidar simulation generates a sampled signal, which repre-
sents the output of the photodetector after sampling. The sim-

ulated lidar signal is sectioned into consecutive range gates of
64 samples, corresponding to range gate of length 75 m. The
Doppler shift within each range gate is estimated by taking the
frequency of the peak of the periodogram.24 A fast Fourier trans-
form is used to calculate the periodogram,and zero-paddingis used
to increase the spectral frequency resolution to 0.5 MHz. For a
2-l m lidar, these parameters correspond to a velocity resolutionof
0.5 m s ¡ 1 .

To assessthe accuracyof thepeakof theperiodogramas a Doppler
shift estimator, the true Doppler shift at each range gate must be cal-
culated. This shift can be calculated from the mean pulse-weighted
velocity over each range gate22 by convolving the true line-of-sight
velocities with the normalized pulse shape and then averagingover
the range gate length. The estimation accuracy is described by the
probabilitydensityfunction(PDF)of theestimationerror.For an un-
biased estimator, this error PDF is characterizedby a local distribu-
tion of good estimatescenteredat 0 m s ¡ 1 and a uniformdistribution
of spuriousestimates spread throughoutthe velocitysearch space.25

Spurious estimates result from range gates in which destructive in-
terference(i.e., speckle) in the backscatteredsignal causesthe signal
level to fade into the noise � oor, and a spurious peak is chosen as
the shift estimate.

A typical PDF of the velocity estimation error achieved during
our simulation is shown in Fig. 3. Figure 3 illustrates that the peak
of the frequency spectrum is an unbiased estimator of the Doppler
shift and that approximately6% of all of the estimates are spurious.

D. Image Processing

At the end of each complete scan, radial velocity estimates from
rangegates that are at equal distancesfrom the scannerare combined
to form radial velocity images. Since a complete scan of the � eld of
view takes a � nite duration, the forward movement of the aircraft is
consideredwhen constructing the range gates that form these radial
images.

The radialvelocityimagesarenoisybecauseapproximately6%of
the radial velocityestimates that make up these images are spurious.
A number of image-processing algorithms have been investigated
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with the aim of reducing image noise, and two-dimensionalmedian
� ltering has been found to be effective at reducing the number of
spurious estimates without distorting the underlying radial veloc-
ity image. Figure 3 shows the error PDF before and after image
processing.Note that, after median � ltering, the spurious estimates
were completely removed.

Visual identi� cation of vortex signatures is usually possible from
the image-processed radial velocity images. Alternatively, pattern
recognitiontechniquescan be applied in order to detectwake vortex
signatures and then automatically issue a warning to the pilot.

In this paper, we present radial velocity images constructed at a
range of 2000 m ahead of the airborne Doppler lidar. Vortex detec-
tion at this range would give the pilot reasonable time in which to
take evasive action. However, radial velocity images can be con-
structed at any range up to 2000 m from the Doppler lidar system.
In fact, the estimated radial velocity images become more accu-
rate closer to the Doppler lidar, as the signal-to-noiseratio and the
transverse spatial resolutionboth increase. Results from ranges be-
tween 500 and 2000 m ahead of the aircraft can be combined to
form a plan-position indicator (PPI) that presents an intuitive plan
view of the airspace in front of the aircraft. In the event that a wake
vortex enters the intended airspace of the follower, the PPI view
could be used by the pilot to avoid the otherwise invisible vortex
hazard.

VI. B747 Wake Vortices in a Homogeneous
Isotropic Turbulence

A. LES Details

The B747 simulation uses the NTMIX solver on a 64 £ 64 £ 64
Cartesian grid, with each dimension of the computational domain
having periodic boundaries with sides of length 28 £ rc . For this,
the Reynolds number is set to 10 £ 106, and the magnitude of
the � uctuation velocities set to 10% of the maximum tangential
velocity.

The kinetic energy spectrum of the � ow prior to injection of
the vortices is plotted in Fig. 4 and shows that the kinetic energy
spectrum has a slope of k ¡ 5/ 3. This result is very close to what is
expected for the inertial range and validates the numerical scheme
and the LES model for this type of application.

A Lamb–Oseen vortex pair with parameters roughlycorrespond-
ing to a rolled up B747 wake (C =600 m2 s ¡ 1, rc = 5 m, and b0 =
48 m) is superimposed on the ambient turbulence � eld. Figure 5
shows the magnitudeof k 2 , where k 2 is the second eigenvalueof the
symmetric tensor S2 + X 2 and S and X are, respectively, the sym-
metric and antisymmetric parts of the velocity gradient tensor r u.
This parameter, de� ned by Jeong and Hussain,26 was demonstrated
to be very ef� cient at capturing vortices in a turbulent background.
One can see ring structures rolling around the vortices.These struc-
tures, which do not exist at the beginning of the simulation, are
created by the action of the vortices on the ambient turbulence.

Fig. 4 Turbulence spectra of the homogeneous isotropic turbulence
� eld just prior to injecting the vortices.

Fig. 5 Iso-surfaces of ¸2 at several time instants (t ¤ = 0, 60, and 120)
for a vortex pair placed in moderate homogeneousisotropic turbulence.
The LESs were performed with a sixth-order compact scheme.

For this test case, we observed that the wake vortex decay is quite
typical: the circulation is reduced by 50% after 50 s.

B. Flow� eld Analysis

Figure 6 presents horizontal cross sections through the cores of
B747 wake vorticesevolvingin HIT showing the verticalwind com-
ponent (left) and the axial wind component (right).

The decay of the vortex pair with time is illustrated in the set of
verticalwind componentcross sections.Note that one vortexdecays
more quickly than the other. In the cross sections at age 43.8 and
54.5 s, one can also see the initiation of long wavelength instability.
The wavelength of this instability is � xed by the domain size.

This vortex pair was initialized without axial velocity at age 9 s.
At age 12 s, weak axial velocity components become evident. By
age 22.6 s, strong axial velocities have been induced in both vor-
tices, and these componentshave strengthenedfurtherby age 33.2 s.
These velocity componentsare induced in both axial directions.We
attribute this induction to the process described by Batchelor.8

These lengths of the induced axial velocities sections are impor-
tant from a detection point of view. Correlation between the spatial
volume of a lidar pulse and the induced axial velocity sections is
necessary in order to reliablydetect the axial velocities. In this case,
one can observe continuous sections of axial velocity of between
30 and 60 m in each direction.These sections are of the same order
as the spatial pulse length of the proposed detection system, which
was chosen to be 75 m.

C. Applying the Flow� elds to the Lidar Simulation

The results shown in Fig. 7 were generated by applying the LES
� ow� elds to theairbornelidarsimulator.At each age shown, the true
radialvelocity,calculatedas themean of thepulse-weightedvelocity
over each range gate, is shown on the left, while the radial velocity
image generated by the lidar simulation is shown on the right. The
radial velocities detected by the lidar are in good agreement with
the calculated true radial velocities.

The main result is that the vortices are detectable from their in-
duced axial components at ages 22–54 s.

D. Comment

The scenario simulated here does not correspond to actual � ight
conditions,as a following aircraft will usually maintain a � xed sep-
aration from the leading aircraft and so could only encounter wake
vortices of � xed age. However, simulating a vortex pair evolving
2000 m ahead of the Doppler lidar system allows us to demonstrate
that vortices of varying ages are detectable from their axial signa-
tures, using a forward lookingDoppler lidar system. In this case, the
B747 vortex pair is detectable between ages 22 and 54 s at a range
of 2000 m. This range corresponds to the scenario where the B747
generating the vortices is between 3650 and 6050 m ahead of the
aircraft carrying the Doppler lidar system (assuming an approach
speed for both aircraft of 75 m s ¡ 1 ). Such separations are consider-
ably less than current IFR recommendations of 4 n mile (7408 m)
for a heavy aircraft behind a B747 and of 5 n mile (9260 m) for a
large aircraft behind a B747.
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Fig. 6 Horizontal slices through cores of B747 wake vortices evolving in homogeneous isotropic turbulence showing vertical wind components (left)
and axial wind components (right) as contour plots. The axes of the vortices are initially horizontal. The x and y axes are in meters. The vortices have
been laterally shifted to the approximate center of the simulation box in order to facilitate graphical comparison.

VII. B757 Wake Vortices in a Convective ABL
A. LES Details

In this section, we present results based on the run 30 of the
Boeing 757 at Idaho Falls. A more detailed study of this run per-
formed with Meso-NH has been presented by Corjon et al.27 The
parameters of the vortex pair are C =360 m2 s ¡ 1 , rc = 3 m, and
b0 =30 m. The three-dimensional iso-surface of vorticity magni-
tude (X = 20 s ¡ 1 ) is presented in Fig. 8 for different ages. At t = 0,
the highest level of vorticity is concentrated in the vortex core. As

they evolve, the vortices create azimuthal structuresmoving around
the wake vortices. Vortex stretching is responsible for the creation
of these structures. The entropy between the two vortices increases
with the formation of these eddies, and there is also a creation of
strong axial velocities.

The average position of each vortex is plotted vs time in Fig. 9.
The extremasof positionsof the centers(errorbars) illustratethat the
vortex bending, due to Crow instability28 and to convective, effects
increases with time. Wake vortex trajectories from � eld measure-
ments are also shown, comparing well with our simulations.
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Fig. 7 Velocity images generated by simulating the forward looking Doppler lidar system encountering wake vortices from a B747 that are evolving
in homogenous isotropic turbulence. These velocity images have been formed 2000 m ahead of the following aircraft. The contour plots on the left are
generated from the mean pulse-weighted radial velocity over the range gate, whereas the plots on the right are the radial velocity images estimated by
the lidar system.

Fig. 8 Iso-surface of vorticity magnitude at times t = 0, 10, 20 s. The LESs of IDF run 30 case were performed with a meteorological solver.

B. Flow� eld Analysis

Figure 10 presents horizontal cross sections through the cores of
B757 wake vortices evolving in ABL turbulence showing vertical
wind component (left) and axial wind component (right). From the
vertical wind component set of cross sections, it is clear that this
vortex decays more rapidly than the HIT case. At age 38 s, the
initiation of Crow instability is evident, whereas at age 48 s, the
vortices are signi� cantly decayed.

In the right-hand set of cross sections shown in Fig. 10, the axial
velocity is shown. This vortex pair was initialized without axial

velocity at age 8 s. By age 18 s, axial velocities in each direction
havedevelopedin both vortices.These axial componentsstrengthen
until thevortex is aged38 s and thendecayas the vorticesthemselves
decay. The length of the axial velocity sections in both direction is
between 40 and 60 m for each vortex.

C. Lidar Detection of B757 Simulated Wake Vortices

The results shown in Fig. 11 were generated by applying the LES
� ow� elds to the airborne lidar simulator. As before, the true radial
velocity, calculated as the pulse-weightedvelocity over each range
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Fig. 9 Trajectory of the vortex pair, error bars indicate the vertical shifting of the centers. The LESs of IDF run 30 case were performed with
a meteorological solver. Wakes have been measured by a laser Doppler velocimeter (LDV), an array of monostatic acoustic vortex sensing system
(MAVSS), and a 60-m instrumented tower.

Fig. 10 Horizontal slices through cores of B757 wake vortices evolving in atmospheric convective turbulence showing vertical wind component (left)
and axial wind component (right). The axes of the vortices are initially horizontal. The x and y axes are in meters. The vortices have been laterally
shifted to the approximate center of the simulation box in order to facilitate graphical comparison.
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Fig. 11 Velocity images generated by simulating the forward-lookingDoppler lidar system encountering wake vortices from a B757 that are evolving
in a convective ABL. These velocity images have been formed 2000 m ahead of the following aircraft. The contour plots on the left are generated from
the mean pulse-weighted radial velocity over the range gate, whereas the plots on the right are the radial velocity images estimated by the lidar system.

gate, is shown on the left, whereas radial velocity image generated
by the lidar simulation is shown on the right. The radial velocities
detected by the lidar are in good agreement with the calculated true
radial velocities.

The main result is that the vortices are detectable from their in-
duced axial components between ages 18 and 48 s.

D. Comment

In this case, the B757 vortices are detected by the lidar simulator
between ages 18 and 48 s at a range of 2000 m. As before, there is a
correlation with the analysis in Sec. VII.B based on Fig. 10 which
shows the presence of signi� cant axial velocity components at all
ages. Vortices between ages 18 and 48 s detected 2000 m ahead
would be generated by a B757 � ying between 3350 and 5600 m
ahead of the aircraft carrying the Doppler lidar system (assuming
an approach speed for both aircraft of 75 m s ¡ 1 ). Such separations
are less than the recommended separation behind a B757.

VIII. Conclusions
Three-dimensional LES of wake vortices have shown that axial

� ows are induced in the cores as the vortices evolve.Analysis of the
induced� ows indicatesthat they areof suf� cient size and magnitude
to be detectable with a pulsed Doppler lidar.

The � ow� elds generated by the LES were then applied to a soft-
ware simulation of an airborne 2- l m pulsed Doppler lidar. Results
have shown that the proposed system could detect wake vortices
generated by a leading aircraft at ranges up to 2 km ahead of the
following aircraft.

We proposethat an aircraft � tted such a system could follow with
reduced separation without compromising safety. In the event that
a wake vortex remains stable and in the � ight path of the follower,
the detection system would allow reasonable time in which to take
evasive action.
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